Initial environment setup

Overview

Welcome to catsndogs.lol, the fifth most highly rated cat and dog meme sharing website in Australia and New Zealand. Our mission is to serve a wide range quality of cat and dog memes to our customers. Memes come and go quickly, and we are starting to see larger and larger surges in customer demand.

catsndogs.lol uses Docker containers to host our application. Until today we’ve run everything on a spare laptop, but now we’re moving to the Amazon Elastic Container Service (ECS). Our DevOps Shepherd wants to take advantage of the latest and greatest features of the ECS platform. We also have several new initiatives that the developers and data science teams are keen to release.

As the new DevOps team, you will create the ECS environment, deploy the cats and dogs applications, cope with our hoped-for scaling issues, and enable the other teams to release new features to make our customers happier than ever.

**Welcome aboard!**

This document is a set of detailed instructions in case you need step-by-step help. The high level instructions which offer more freedom and a goal-oriented approach are at:

http://docs.catsndogs.lol

Prerequisites

This workshop requires:

* A laptop with Wi-Fi running Microsoft Windows, Mac OS X, or Linux.
* The AWSCLI installed.
* An Internet browser such as Chrome, Firefox, Safari, or Edge.
* An AWS account. You will create AWS resources including IAM roles during the workshop.
* An EC2 key pair created in the AWS region you are working in.

Initial Setup

1. Download the workshop materials zip from <http://docs.catsndogs.lol/materials.zip>  This contains the CloudFormation templates and other materials you will need during the workshop.
2. If you do not already have an EC2 keypair created, sign-in to the AWS EC2 console at <https://console.aws.amazon.com/ec2/>
   1. Click **Key Pairs** and then click **Create Key Pair.**
   2. Give the key pair a name and click **Create.** The console will generate a new key pair and download the private key.Keep this somewhere safe.
3. Deploy the initial CloudFormation template. This creates IAM roles, an S3 bucket, and other resources that you will use in later labs. The template is called **Lab0-baseline-setup.yml**.

In **Stack name**, enter **catsndogssetup.** Later labs will reference this stack by name, so if you choose a different stack name you will need to change the **LabSetupStackName** parameter in later labs.

1. Be sure to tick the **I acknowledge that AWS CloudFormation might create IAM resources with custom names** check box.

Task 1

Cost management and EC2 scaling

Overview

The catsndogs.lol environment has been running on a spare laptop, but today you will move everything to a new AWS ECS cluster.

Because the company is cost-conscious, the majority of our capacity will use EC2 Spot fleet instances. Because elasticity is also important, you will set up Auto Scaling for the Spot fleet to scale up and down as demand increases and decreases.

For long-term stability of core capacity, you will also add a small group of on-demand EC2 instances to the cluster.

At the end of this lab you will have an ECS cluster composed of Spot fleet instances with Auto Scaling enabled, an on-demand instance from an Auto Scaling group.

* 1. Create a new ECS cluster using Spot fleet
     1. Sign-in to the AWS management console and open the Amazon ECS console at [https://console.aws.amazon.com/ecs/](https://console.aws.amazon.com/s3/).
     2. In the AWS Console, ensure you have the correct region selected. The instructor will tell you which region to use.
     3. In the ECS console click **Clusters**, then click **Create Cluster.**
     4. In Cluster name, type **catsndogsECScluster** as the cluster name. This name is used in later labs. If you name the cluster something else you will have to remember this when running later commands.
     5. In **Provisioning Model** select **Spot.**
     6. Leave **Spot Instance allocation strategy** as **Diversified**.
     7. In **EC2 instance types** add several different instance types and sizes. We recommend you pick smaller instances sizes, such as:
* m4.large
* c4.large
* r4.large
* i3.large

You can also pick older generation families such as m3.large.

* + 1. In **Maximum big price (per instance/hour)** you can click the **Spot prices** link to view the current spot prices for the instance types and sizes you have selected. More information on how EC2 Spot instance pricing works is available on the Amazon EC2 Spot Instances Pricing page: <https://aws.amazon.com/ec2/spot/pricing/>
    2. Enter a maximum bid price. For the purposes of the workshop, $0.25 should offer an excellent chance of your Spot bid being fulfilled. It does not matter if your spot bid is not fulfilled. In a later step you will add an on-demand instance to the cluster.
    3. In **Number of instances** enter **3.**
    4. In **Key pair** select an existing EC2 Key pair for which you have the private key.
    5. In **VPC** select **ECSVPC**.
    6. In **Subnets** select all subnets containing the word **Private**.
    7. In Security group, select the Security Group containing the term **InstanceSecurityGroup.**
    8. In **Container Instance IAM role** select the IAM role containing the term **catsndogssetup-EC2Role.**
    9. In **IAM role for a Spot Fleet request** select the role with a name containing **catsndogssetup-SpotFleetTaggingRole**.
    10. Click **Create.**
    11. You will see the cluster creation steps appear. The final step is the creation of a CloudFormation stack. Note the name of this stack.
    12. Open the AWS console in a new browser tab and under **Management Tools**, click **CloudFormation.**
    13. Select the checkbox for the CloudFormation stack, and click the **Template** tab.
    14. The ECSSpotFleet resource has a Property named **LaunchSpecifications**, which contains **UserData**. This is about half way down the template.

**Note:** This script creates a Spot instance termination notice watcher script on each EC2 instance. That watcher script runs on each instance every two minutes. It polls the EC2 instance metadata service for a Spot termination notice. If the instance is scheduled for termination (because you have been outbid) the script sends a command to the ECS service to put itself into a DRAINING state. This prevents new tasks being scheduled on the instance, and if capacity is available in the cluster, ECS will start replacement tasks on other instances within the cluster.

More information about this script can be found on the AWS Compute blog: <https://aws.amazon.com/blogs/compute/powering-your-amazon-ecs-cluster-with-amazon-ec2-spot-instances/>

More information about the ECS DRAINING state can be found in the ECS documentation: <http://docs.aws.amazon.com/AmazonECS/latest/developerguide/container-instance-draining.html>

* 1. Set up Auto Scaling for the Spot fleet

In this task we will set up Auto Scaling for the Spot fleet, to provide cost-effective elasticity for the ECS Container Instances. Auto Scaling will use the ECS cluster MemoryReservation CloudWatch metric to scale the number of EC2 instances in the Spot fleet.

1. In the AWS Console **Management Tools** section click **CloudWatch.**
2. Click **Alarms**, then click **Create Alarm** to create an alarm for scaling out.
3. Click **ClusterName** under ECS Metrics.
4. Select the **MemoryReservation** metric for the cluster you created earlier, then click **Next**. It might take a minute or two for this new metric to appear in the CloudWatch console. If the metric is not yet listed, refresh the page and try again.
5. Give the alarm a name, for example **ScaleUpSpotFleet.**
6. Fill in the following under **Whenever: MemoryReservation:**

* Is: **>= 20**
* For: **2** consecutive period(s)

1. For the **Period** select **1 minute.**
2. For the **statistic** select **Standard, Maximum.**
3. In Actions, delete the pre-created Notification action.
4. Click **Create Alarm**.
5. Click **Create Alarm** to create the alarm for scaling in.
6. Click **ClusterName** under ECS Metrics.
7. Select the **MemoryReservation** metric for the cluster you created earlier, then click **Next**.
8. Give the alarm a name, for example **ScaleDownSpotFleet.**
9. Fill in the following under **Whenever: MemoryReservation:**

* Is: **<= 20**
* For: **2** consecutive period(s)

1. For the **Period** select **1 minute.**
2. For the **statistic** select **Standard, Maximum.**
3. In Actions, delete the pre-created Notification action.
4. Click **Create Alarm**.
5. Return to the AWS console home. In **Compute**, click **EC2.**
6. Click **Spot Requests.**
7. Select the checkbox by the Spot request.
8. Click the Auto Scaling tab in the lower pane, then click **Configure.**
9. In **Scale capacity between**, set **3** and **10** instances.
10. Under **Scaling policies**, click the **Scale Spot Fleet using step or simple scaling policies** option
11. In Scaling policies first update the ScaleUp policy:

* In **Policy Trigger** select the **ScaleUpSpotFleet** alarm you created earlier.
* Click **Define steps.**
* Click **Add step.**
* In **Modify Capacity**:
  + Add 2 instances when 20 <= MemoryReservation <= 50
  + Add 3 instances when 50 <= MemoryReservation <= infinity

1. Then update the ScaleDown policy:

* In **Policy Trigger** select the **ScaleDownSpotFleet** alarm you created earlier.
* Click **Define steps.**
* Click **Add step.**
* In **Modify Capacity**:
  + Remove 1 instances when 20 >= MemoryReservation > 10
  + Remove 2 instances when 10 >= MemoryReservation > -infinity

1. Click **Save**

More details on Auto Scaling for Spot fleet is available in the Spot Instances documentation: <http://docs.aws.amazon.com/AWSEC2/latest/UserGuide/spot-fleet-automatic-scaling.html>

* 1. Add an On-Demand Auto Scaling group to the cluster

In this task you will create an Auto Scaling group composed of two EC2 instances. If the Spot price goes above the maximum bid price, some or all of the Spot instances could be terminated. By using on-demand instances as well as Spot instances, you ensure the cluster will have capacity even if the Spot instances are terminated.

**Note:** For ECS clusters that will operate for a year or more, EC2 Reserved Instances provide both a capacity reservation and lower price per hour. We will not use Reserved Instances in this workshop but you should consider them for long-lived clusters.

If you have used Auto Scaling groups with ECS before, you can launch a CloudFormation stack that creates the resources below automatically. The CloudFormation template is called **Lab1-add-ondemand-asg-to-cluster.yml**. If you have not used Auto Scaling groups with ECS, you can follow the steps below to learn how to do this.

1. In the AWS Console **Compute** section click **EC2**, then click **Instances.**
2. Right click on an instance and click **Launch more like this.**
3. At the top of the console click **Choose Instance Type**
4. Select the m4.large instance type.
5. Click **Configure Instance**. If you receive a pop-up dialog, select “Yes, I want to continue with this instance type (m4.large)” and click **Next.**
6. Beside **Number of instances** click **Launch into Auto Scaling Group.**
7. In the pop-up dialogclick **Create Launch Configuration.** This launches the Auto Scaling Launch Configuration wizard and preserves the AMI and instance type and size.
8. In the **Configure Details** step enter **On-Demand-ECS** as the name.
9. In IAM role select the IAM role containing the term **EC2InstanceProfile.**
10. Expand Advanced Details. Copy the following text and paste it into the User data dialog box. This controls which ECS cluster the instance will join:

#!/bin/bash

echo ECS\_CLUSTER=catsndogsECScluster >> /etc/ecs/ecs.config

1. Click **Next: Add storage**.
2. Click **Next: Configure Security Group.**
   * 1. Click **Select an existing security group** and choose the Security Group containing the term **InstanceSecurityGroup.**
3. Click **Review** then click **Create launch configuration.**
4. In the pop-up dialog, select **Choose an existing key pair**, then select an EC2 key pair that you have the private key for. Click the checkbox and then click **Create launch configuration**.
5. The completes the Launch Configuration wizard and starts the Auto Scaling Group wizard. In Group name, enter **ECS-On-Demand-Group**.
6. In **Network**, select the **ECSVPC**.
7. In **Subnet** select all subnets containing the word **Private**. Click **Next: Configure scaling policies.**
8. Click **Review.**
9. Click **Create Auto Scaling group**, then click **Close.**
10. Return to the AWS Console and in the **Compute** section, click **EC2 Container Service**.
11. Click the ECS cluster **catsndogsECScluster**.
12. Click the **ECS Instances** tab and wait until the On-Demand instance appears in the list. You can continue the next task once the instance appears. If the instance does not appear within a few minutes, check the configuration of the Launch Configuration, specifically the **User data** script and the **VPC and subnet** selections.

You should now have an ECS cluster composed of three instances from the Spot fleet request, and one instance from the on-demand Auto Scaling group.

Lab 2

ECS Service deployment and task Auto Scaling

Overview

Now you have an ECS cluster running, you need to deploy the catsndogs.lol tasks and services. You also need to test the deployment works, and run a load test against the system to ensure it scales as expected.

You will deploy an ECS service for the homepage, and separate ECS services for cats and dogs. Having separate ECS services allows catsndogs.lol to scale the cats and dogs services separately based on demand.

You will set up Task Auto Scaling with proportional scaling actions. Multiple scaling actions allows ECS to respond by rapidly adding more tasks if the system comes under heavy load quickly.

Once the services and Auto Scaling are set up, you will launch a load generator that targets the cats and dogs pages. This will cause the services to scale up, which will also cause the Spot Fleet instances to scale up.

* 1. Create ECS Tasks and ECS Services for the homepage, cats, and dogs

This step will use CloudFormation to create the cats, dogs, and simplehomepage tasks and services within ECS, and associate the services with an Elastic Load Balancing Application Load Balancer. It will also create CloudWatch alarms for the cats and dogs services, which you will use to set up Task Auto Scaling.

1. In the AWS Console, ensure you have the correct region selected. The instructor will tell you which region to use.
2. In the **Management Tools** section click **CloudFormation.**
3. Click **Create Stack.**
4. Select **Upload a template to Amazon S3,** then click **Choose File** and choose the file named **Lab2-create-ecs-tasks-and-services.yml**
5. In Stack name, enter **catsndogsECStasksandservices**
6. Leave the ECSCluster and LabSetupStackName parameters at their default, unless you changed the name of the CloudFormation stack from the Lab setup, or named the ECS cluster something other than catsndogsECScluster.
7. Click **Next**, then click **Next** again, then click **Create.**
8. Wait until the stack status is **CREATE\_COMPLETE.**
9. Verify the catsndogs application works by loading the website:
   1. In the AWS Console, under **Compute** click **EC2.**
   2. Click Load Balancers.
   3. Copy the **DNS Name** of the load balancer with **catsn-catsn** in the name.
   4. Paste this into a new browser tab. You should see the catsndogs.lol homepage, and should be able to click the “I love cats” and “I love dogs” links to see pages served by the cats and dogs containers, respectively.
   5. Set up Task Auto Scaling for the cats and dogs services

In this task you will set up Task Auto Scaling for the cats and dogs services

1. In the **Compute** section click **EC2 Container Service.**
2. In the ECS console click **catsndogsECScluster** then the service with **Cats** in the name.
3. Click the **Update** button at the top right of the console.
4. On the **Configure Service** page click **Next Step.**
5. On the **Network configuration** page click **Next Step.**
6. On the Auto Scaling page select **Configure Service Auto Scaling to adjust your service’s desired count.**
7. Set **Minimum number of tasks** to 2.
8. Set **Desired number of tasks** to 2.
9. Set **Maximum number of tasks** to 100.
10. In **IAM role for Service Auto Scaling** select the role with **ECSAutoScaleRole** in the name.
11. Click **Add scaling policy** button.
12. In **Policy name** enter **CatsScaleUpPolicy**.
13. In **Execute policy when** select **Use an existing alarm** and choose the alarm with **CatsScaleUpAlarm** in the name**.**
14. In **Scaling action** clickthe **Add** button.
15. Enter: **Add 10 tasks** when **1000** <= RequestCount < **2000**
16. Enter: **Add 20 tasks** when **2000** <= RequestCount < **4000**
17. Click the **Add** button again.
18. Enter: **Add 25 tasks** when **4000** <= RequestCount < +infinity
19. Click **Save.**
20. Click **Add scaling policy** button.
21. In **Policy name** enter **CatsScaleDownPolicy**.
22. In **Execute policy when** select **Use an existing alarm** and choose the alarm with **CatsScaleDownAlarm** in the name**.**
23. In **Scaling action** clickthe **Add** button.
24. Enter: **Remove 10 tasks** when **1000** >= RequestCount > **100**
25. Enter: **Remove 5 tasks** when **100** >= RequestCount > -infinity
26. Click **Save.**
27. Click **Next step.**
28. Click **Update Service**.
29. Click **View Service**, then click the cluster name **catsndogsECScluster.**
30. Click the service with **Dogs** in the name.
31. Click the **Update** button at the top right of the console.
32. On the **Configure Service** page click **Next Step.**
33. On the **Network configuration** page click **Next Step.**
34. On the Auto Scaling page select **Configure Service Auto Scaling to adjust your service’s desired count.**
35. Set **Minimum number of tasks** to 2.
36. Set **Desired number of tasks** to 2.
37. Set **Maximum number of tasks** to 100.
38. In **IAM role for Service Auto Scaling** select the role with **ECSAutoScaleRole** in the name.
39. Click **Add scaling policy** button.
40. In **Policy name** enter **DogsScaleUpPolicy**.
41. In **Execute policy when** select **Use an existing alarm** and choose the **DogsScaleUpAlarm.**
42. In **Scaling action** click **Add** twice.
43. Enter: **Add 10 tasks** when **1000** <= RequestCount < **2000**
44. Enter: **Add 20 tasks** when **2000** <= RequestCount < **4000**
45. Enter: **Add 25 tasks** when **4000** <= RequestCount < +infinity
46. Click **Save.**
47. Click **Add scaling policy** button.
48. In **Policy name** enter **DogsScaleDownPolicy**.
49. In **Execute policy when** select **Use an existing alarm** and choose the alarm with **DogsScaleDownAlarm** in the name**.**
50. In **Scaling action** clickthe **Add** button.
51. Enter: **Remove 10 tasks** when **1000** >= RequestCount > **100**
52. Enter: **Remove 5 tasks** when **100** >= RequestCount > -infinity
53. Click **Save.**
54. Click **Next step.**
55. Click **Update Service**.
56. Click **View Service**, then click the cluster name **catsndogsECScluster.**
    1. Generate load and validate Task Auto Scaling works as expected

In this task, you will generate load to cause the cats and dogs services scale. As more cats and dogs tasks are added to the cluster, the MemoryReservation metric for the cluster will increase. Because the EC2 Spot fleet Auto Scaling is set up to scale based on MemoryReservation, this will cause the underlying EC2 Spot fleet to scale.

You will create a CloudFormation stack containing a load generator that sends load to the cats and dogs containers, and then verify the tasks scale as expected.

1. In the **Management Tools** section click **CloudFormation.**
2. Click **Create Stack.**
3. Select **Upload a template to Amazon S3,** then click **Choose File** and choose the file named **Lab2-loadgenerator.yml**
4. In Stack name, enter **catsndogslab2loadgenerator**
5. Leave the LabSetupStackName parameter at its default, unless you changed the name of the CloudFormation stack from the Lab setup.
6. Click **Next**, then click **Next** again, then click **Create.**
7. Wait until the stack status is **CREATE\_COMPLETE.**

Note: the LoadGenerator instance uses the Vegeta load generator. More information about this is available at: <https://github.com/tsenart/vegeta> . The CloudFormation template injects the URL of your load balancer so Vegeta sends requests to the correct endpoint

1. In the AWS Console, under **Management Tools** click **CloudWatch.**
2. Click **Metrics.**
3. On the **All metrics** tab, click **ApplicationELB**, then **Per AppELB, per AZ, per TG Metrics.**
4. Find the LoadBalancer where the name starts with **catsn-catsn** and select the **RequestCount** metrics.
5. On the **Graphed metrics** tab, change the **Statistic** to **Sum**, and the **Period** to **10 seconds**.
6. After a minute or two you should start to see an increase in request counts, to around 1500 each for the cats and dogs target groups. Note that the simpleHomepage target group is not accessed by the load generator.
7. Click **Alarms.**
8. After the load has been sustained for two minutes, the **Lab2-CatsScaleUpAlarm** and **Lab2-DogsScaleUpAlarm** should enter the ALARM state.
9. In the AWS Console, under **Compute** click **EC2 Container Service.**
10. In the ECS console click **Clusters**, then click the cluster **catsndogsECScluster**.
11. Click Services and click either the cats or dogs service.
12. Click the Events tab. You should see events as ECS adds more tasks to the Service.
    1. Validate the Spot fleet scales out

As more tasks are added to the cluster, the MemoryReservation metric will increase. Because the EC2 Spot fleet Auto Scaling is set up to scale based on MemoryReservation, this will cause the underlying EC2 Spot fleet to scale. In this task you will verify that Spot fleet Auto Scaling adds more EC2 instances to the cluster:

1. In the AWS Console, under **Management Tools** click **CloudWatch.**
2. Click **Alarms.**
3. Once sufficient copies of the cats and dogs tasks have started, the ScaleOut alarm you created in Lab 1 should change to ALARM state. Click this alarm and view the metric graph to see whether it has reached the alarm threshold.
4. Once it has reached the threshold and moved to ALARM state, move to the next step.
5. In the AWS Console, under **Compute** click **EC2.**
6. Click **Spot Requests** then select the Spot fleet request.
7. Click the **History** tab. You may see an **Event Type** of **autoScaling** with a **Status** of **pending**, otherwise you should see **Event Type** entries of **instanceChange** with a **Status** of **launched.**
8. In the AWS Console under the **Compute** section click **EC2 Container Service.**
9. In the ECS console click **catsndogsECScluster**
10. Click the **ECS Instances** tab.
11. Verify that the new instances are added to the cluster.
    1. Clean up

In this task, you will stop the load generator. As the load stops, the number of ECS tasks and number of instances in the Spot fleet will return to their default levels.

1. In the AWS Console, under **Compute** click **EC2.**
2. Click **Instances.**
3. Select the instance with **LoadGenerator** in the name.
4. Click **Actions** and select **Instance State**, then click **Stop.**

Lab 3

Deploying a new version of the cats service with secrets management

Overview

The development team at catsndogs.lol have been busy working on a new feature! The cats service will soon be able to serve up random unicorn pictures to lucky visitors. During the design process, it was decided that only the cats service should have access to the unicorns, and that the dogs service should not have access.

In order to accomplish this, the location of the unicorn images will be stored in an EC2 Systems Manager Parameter Store secure string. The new version of the cats task will run using an IAM role to enable access to the Parameter Store secure string. The dogs task will not use the IAM role, and so will not have access to the Parameter Store secure string.

In this lab, you will configure Parameter Store and deploy a new version of the cats task that can access the Parameter Store secure string.

* 1. Create secrets for the new version of the cats task

In this step, you will use EC2 Systems Manager Parameter Store to create a secure string for use with the new version of the cats container.

1. In the AWS Console, ensure you have the correct region selected. The instructor will tell you which region to use.
2. In the **Compute** section click **EC2**
3. At the bottom left of the page, click **Parameter Store.**
4. If you see the introductory page, choose **Get started**, otherwise click **Create Parameter.**
5. In **Name** enter **UnicornLocation**
6. In **Description** enter **Location of Unicorns for catsndogs ECS lab.**
7. In **Type** select **Secure String.**
8. In **KMS Key ID**, select **alias/keyForUnicorns (custom)**
9. In **Value**, enter **catsndogs-assets.s3.amazonaws.com**
10. Click **Create parameter**.
11. Click **Tags** tab and then click **Add Tags.**
12. For **Tag Key** enter **Classification.**
13. For **Tag Value** enter **Mythical.**

The tag information will be used to restrict access to the UnicornLocation parameter, more information can be found here:

<http://docs.aws.amazon.com/systems-manager/latest/userguide/sysman-paramstore-access.html>

* 1. Deploy a new version of the cats task

In this step you will deploy the new version of the cats container, and pass in parameters so it can read the Parameter Store secure string you created.

1. In the AWS Console, ensure you have the correct region selected. The instructor will tell you which region to use.
2. In the **Compute** section click **ECS.**
3. Click **Task Definitions.**
4. Select the **cats** task and click **Create new revision.**
5. In **Task Role,** select the task role starting with **catsndogssetup-catsContainerTaskRole.**
6. Under **Container Definitions**, click the **cats** container name. This opens the container configuration window.
7. In **Image**, edit the container registry tag. Remove “:v1” and replace it with “:v2”.
8. Under **ENVIRONMENT** add two new **Env Variables.** The updated code in the new cats container will read these variables when starting.
   1. Key: **PARAMETER\_STORE\_NAME** Value: **UnicornLocation**
   2. Key: **REGION** Value: your region identifier, for example eu-west-1
   3. Key: **Tag** Value: **v2**
9. Click **Update.**
10. Click **Create.**
11. Note the revision number of the cats service that you just created. This will likely be cats:2 but may vary if you have done this lab before.
12. Click **Clusters** and then click **catsndogsECScluster.**
13. Select the **cats** service and click **Update.**
14. In **Task Definition** select the revision of the cats task that you noted in step 11.
15. In **Minimum healthy percent** enter **50.**
16. In **Maximum healthy percent** enter **100.**

Note: The update to the cats Service will replace the containers that make up the service. ECS offers you control over how the replacement process works. Because the cats containers are serving production traffic, you should not stop all the containers before starting new ones. By specifying a Minimum health percent of 50 and a Maximum healthy percent of 100, ECS will terminate up to 50 percent of the active cats containers, then start new containers. Once the new containers are healthy, ECS will terminate the remaining 50 percent of and replace those. This way, the cats service does not exceed its current footprint.

The default values, a Minimum healthy percent of 100 and Maximum healthy percent of 200, would briefly double the number of cats containers during deployment. That may be acceptable in many situations, however our deployment strategy is not to exceed the current container count.

1. Click **Next step** until you reach the end of the wizard, then click **Update service.**
2. Click **View service**. The Deployments tab should show the PRIMARY deployment as well as the ACTIVE deployment.
3. Click the **Events** tab. Depending on the number of cats tasks that were running at the time you updated the service, ECS will show events terminating groups of cats tasks, and starting groups of the new revision.
4. Click the **Tasks** tab. You should see tasks with the **Last status** of RUNNING and the **Task Definition** of the revision number you noted in step 11.
5. In the AWS Console, under **Compute** click **EC2.**
6. Click Load Balancers.
7. Copy the **DNS Name** of the load balancer with **catsndogssetup** in the name.
8. Paste this into a new browser tab. You should see the catsndogs.lol homepage
9. Click the “I love cats” link.
10. You should see the cats page change to the “new and improved v2 release” page with a blue background. There is a one in ten chance that the page will load a unicorn image. Shout out loud when you see one!

**Extension activity:** The new cats pages show the containerID at the bottom of the page. Examine the cats\_v2 source code and work out how this information is obtained, and how the v2 cats container obtains the location of the unicorns from Parameter Store.

Lab 4

Running ECS tasks based on time and events

Overview

catsndogs is growing and becoming more successful, but rapid growth brings its own problems. Someone (probably Buzzy) has uploaded several cat images that haven’t been through our rigorous assessment process.

In response, the development team have created a new automatic image assessment algorithm called ImageAssessor. The initial release selects several images at random, removes them, and then exits. A future release will select identify and remove only non-cat images. The priority now is to get the ImageAssessor container into production.

The cat-image-standards sub-committee has determined that running the ImageAssessor container every two minutes should ensure our quality bar remains high.

You will need to create a new ECS Task for the ImageAssesssor, and create a scheduled ECS task, which runs the container on a regular schedule.

Once the ImageAssessor has removed some images from the cats containers, you will run override the environment variables of the ImageAssessor container to reset the cats images.

* 1. Create a new ECS Task for the ImageAssessor container

In this task you will create a new Task definition that will run the image assessments.

1. In the AWS Console, in the **Compute** section click **ECS.**
2. Click **Task Definitions.**
3. Click **Create new Task Definition.**
4. In **Task Definition Name\*** enter **ImageAssessor**
5. Under **Container Defintions** click **Add Container**
6. In **Container Name** enter **ImageAssessmentContainer**
7. In **Image** enter **205094881157.dkr.ecr.us-west-2.amazonaws.com/image-assessor:latest**
8. **In Memory Limits (MiB)** enter **128.**
9. In **Env Variables** you need to enter the URL of the catsndogs load balancer. The ImageAssessor container uses this to send API commands to the cats containers:
   1. Key: ALB\_URL
   2. Value: <URL of the load balancer> for example: http://catsn-catsn-123455678-abcdefgh.us-west-2.elb.amazonaws.com
10. Click **Add.**
11. Click **Create.**
    1. Create a scheduled ECS task.

In this task you will create a scheduled ECS task which executes every five minutes:

1. In the AWS Console, in the **Compute** section click **ECS.**
2. Click the cluster **catsndogsECScluster.**
3. On the **Scheduled Tasks**, click **Create**.
4. In **Create scheduled task**:
   1. In **Scheduled rule name\***, type **ImageAssessor**.
   2. For **Scheduled rule type**, choose **Run at fixed interval**.
   3. For **Run at fixed interval\*,** enter **2**, and from the drop list, select **Minutes**.
5. In Scheduled target:
   1. In **Target id\***, enter **catsndogsreinvent2017**.
   2. For **Task Definition**, from the drop list, choose the **ImageAssessor:1** image.
   3. Set the **Number of tasks\*** to **1**.
   4. For **CloudWatch Events IAM role for this target**, choose the role with **catsndogssetup** in the name.
6. Click **Create**
   1. Verify the Image Assessor is working
7. Once the schedule ECS task is created, click the **ImageAssessor** task, list on the **Scheduled Tasks** tab.
8. Click **View CloudWatch metrics**.
9. Until the task has run at least once you may see the following text. Wait a minute and refresh the page.

Your search - ImageAssessor - did not match any metrics.

Tips:

Tags such as EC2 instance name tags are not supported in metric search.

Make sure that all words are spelled correctly.

Try different keywords.

Try fewer keywords.

1. Select the Invocations and TriggeredRules metrics when they become available. Ensure the Invocations count is 1.
2. In your web browser, open the load balancer URL and click on the “I love cats” link. You should see pages with cat pictures missing as the Image Assessor removes pictures.
3. You can verify which pictures remain by querying the cats API. Replace the URL in the example below with the URL of your load balancer:

<http://catsn-catsn-123455678-abcdefgh.us-west-2.elb.amazonaws.com/cats/api/list-pictures/>

You should see a JSON document listing the pictures that remain in the container, for example: {"2.jpg": "true", "10.jpg": "true", "7.jpg": "true}

If many cats containers are running, the ImageAssessor may not have removed images from all of them. Refresh your browser to connect to a different container and view the list of images in that container. You may want to allow the ImageAssessor to run two or three times to remove at least some images from every container before continuing.

1. In the AWS Console, in the **Compute** section click **ECS.**
2. Click the cluster **catsndogsECScluster**
3. **.** On the **Scheduled Tasks**, click the **ImageAssessor** task.
4. Click the **Edit** button in the top right of the screen.
5. Uncheck the **Schedule rule enable\*** check box, to disable the rule.
6. Click **Update**.
   1. Reset the cats images by overriding an environment variable in the ImageAssessor task

The ImageAssessor can also reset all of the cats image if the following environment variable is set for the task definition: RESETPICTURES: 1

1. In the ECS Console, click the **catsndogsECScluster.**
2. Click the **Tasks** tab and then click **Run new Task.**
3. In **Task Definition** select the most recent revision of the **ImageAssessor** task.
4. In **Cluster** select the **catsndogsECScluster**.
5. In **Number of tasks** enter **2**.
6. Leave **Task Group** blank.
7. Expand **Advanced Options**.
8. Under **Container Overrides** expand the **ImageAssessor** container.
9. In **Environment variable overrides** click the + to add a new environment variable.
10. In Key enter **RESETPICTURES** and in Value enter **1**
11. Click **Run** **Task.**
12. In the **Tasks** tab the **ImageAssessor** tasks should move appear with a **Last status** of PENDING. In a few seconds this will change from PENDING to RUNNING.
13. The tasks will run for 30 seconds and then exit.
14. Once they have exited, click **Desired task status: Stopped**
15. Find one of the ImageAssessor tasks in the list and click the **Task** identifier.
16. Under Containers, expand the image-assessor container. You should see the **Exit code0** indicating the container exited successfully.
17. Verify the cats pictures have been reset by querying the cats API. Replace the host in the example below with the URL of your load balancer:

<http://catsn-catsn-123455678-abcdefgh.us-west-2.elb.amazonaws.com/cats/api/list-pictures/>

Lab 5

Machine Learning containers and placement constraints

Overview

After the quite simplistic image filtering using the ImageAssessor container, the catsndogs.lol Data Scientists want to deploy a machine learning container. This should be much better at identifying cats (and dogs!) in the images.

However, they only want to run it on EC2 instances with a large number of CPUs so it doesn’t interfere with the website.

In this lab, you will create a new task and configure an ECS custom constraint that uses built-in attributes. You will then create a new service with a custom placement strategy for the tasks within the service. This ensures the tasks are scheduled on container instances that meet the data science team’s requirements.

After completing this lab, you will understand how to use ECS placement constraints to schedule tasks on specific container instance types, and attach custom attributes to container instances, then use those attributes to constrain the placement of tasks.

* 1. Create a new task definition for the MXNet container

In this step, you will create a new task definition for a deep learning container running the MXNet framework, with a placement constraint to ensure tasks run only on certain instance types.

1. Sign-in to the AWS management console and open the Amazon ECS console at [https://console.aws.amazon.com/ecs/](https://console.aws.amazon.com/s3/).
2. Select **Task Definitions** from the left-hand menu.
3. Click **Create new Task Definition**.
4. In **Task Definition Name**, enter **mxnet**.
5. Click **Add Container**.
6. In the **Add container** dialog, under Standard:
   1. In **Container name**, enter mxnet
   2. In **Image**, paste the repository URI and add the latest tag.

205094881157.dkr.ecr.us-west-2.amazonaws.com/mxnet:latest

* 1. In **Memory Limits (MiB)**, set **Hard Limit** to **2048**.
  2. Click **Add**.

1. In **Constraint**, click **Add constraint**.
2. Set the **Expression** to use an instance type that is currently running in the cluster. For example if one of the instance types was an c4.large, you would enter:

attribute:ecs.instance-type == c4.large

To check the instance types running, open the Clusters view in a new tab, click **catsndogsECScluster** and select the **ECS Instances tab.**

From the pop-up window, click the cog button, ![](data:image/png;base64,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), and select **ecs.instance-type.**

Scroll along the list of instances to see the **ecs.instance-type** value**.**

1. Click **Create**.
   1. Create a new service for MXNet with a custom placement strategy

In this step, you will create a new ECS Service that will ensure two instances of the MXNet container run at all times.

1. In the navigation pane click **Clusters**.
2. Click the cluster **catsndogsECScluster**.
3. On the **Services** tab, click **Create**.
4. In Configure service:
   1. In **Task definition**, choose **mxnet:1**
   2. In **Cluster**, choose **catsndogsECScluster**.
   3. In **Service name**, enter **mxnetservice**
   4. In **Number of tasks**, enter **2.**
   5. Leave **Minimum healthy percent** and **Maximum percent** at their defaults.

You will now use a custom placement template to force the MXNet tasks to spread across Availability Zones, then across different instance types, and then BinPack based on Memory:

1. In **Placement Templates** select **Custom.**
2. In **Type** choose **Spread,** and in **Field** choose **attribute:ecs.availability-zone**
3. Click **Add Strategy.**
4. In **Type** choose **Spread,** and in **Field** choose **attribute:ecs.instance-type**
5. Click **Add Strategy.**
6. In **Type** choose **BinPack,** and in **Field** choose **Memory**
7. Click **Next step**.
8. In **Network configuration**, for **Load Balancing**, choose **ELB Type** of **None**.
9. Click **Next step**.
10. In **Auto Scaling (optional)**, for **Service Auto Scaling**, choose **Do not adjust the service’s desired count**.
11. Click **Next step**.
12. Review the settings, and click **Create Service**.
13. Click **View Service**.
    1. Ensure the placement constraints are being honored

In this step, you will ensure that the constraint you configured for the mxnet task is being honored by the ECS service scheduler.

1. In the navigation pane click **Clusters**.
2. Click the **catsndogsECScluster**.
3. Click the **Tasks** tab and locate one of the **mxnet** tasks from the list of running tasks.
4. Click on the **Task** ID.
5. In the **Details** view, locate and click on the **EC2 instance id**.
6. The EC2 console will open and display the container instance.
7. Check the **Instance Type**, it should be the type and size you selected in the earlier steps.
   1. Add a container instance custom attribute using the AWS CLI, to control task placement for the cats service

In addition to the built-in attributes of instance type, AMI, availability zone and operating system type, you can also constrain the placement of tasks using custom attributes. A custom attribute is metadata added to container instances. Each attribute has a name, and an optional string value.

Management have asked that we enforce strict segregation between the cats and the dogs to stop the fighting with each other. In this task, you will use the AWS Management console to add a custom attribute to a container instance. The custom attribute will then be used to constrain the cats containers to a specific container instance.

In this step, you will use the AWS CLI to add a custom attribute to a container instance. You will then update the cats task to add a constraint using the custom attribute you created.

1. Open to the AWS management console and open the Amazon ECS console at [https://console.aws.amazon.com/ecs/](https://console.aws.amazon.com/s3/).
2. In the navigation pane click **Clusters**.
3. Click the cluster **catsndogsECScluster**.
4. Click the **ECS Instances** tab and copy a **container instance ID** from the **Container Instance** column.
5. This step can be completed from your laptop. From the command prompt, run the following AWS CLI command. Replace <region> with your region, and <container\_instance\_id> with the instance ID you copied in the previous step:

aws ecs put-attributes --cluster catsndogsECScluster --attributes "name=catslike,value=catnip,targetType=container-instance,targetId=<container\_instance\_id>" --region <your-region-name>

1. You should see a response containing details of the attribute.
2. In the navigation pane choose **Task Definitions**.
3. Select **cats** from the list of task definitions.
4. Click **Create new revision**.
5. In **Constraint**, click **Add constraint.**
6. Set the **Expression** to:

attribute:catslike == catnip

1. Click **Create**.

Note: You can also try experimenting with some of the built-in attributes like **instance type, AMI, availability zone** and **operating system type**.

Verify that the custom attribute you created is visible in the console:

1. Open to the AWS management console and open the Amazon ECS console at [https://console.aws.amazon.com/ecs/](https://console.aws.amazon.com/s3/).
2. In the navigation pane click **Clusters**.
3. Click the cluster **catsndogsECScluster**.
4. Click the **ECS Instances** tab and select the check box for the container instance you added the custom attribute to.
5. Click **Actions** and **View/Edit Attributes**.
6. Verity the **Catslike** key exists and the value is **Catnip.**
7. Click **Close** to return to the ECS Instances tab.
   1. Update the cats service to use the custom attribute

In this step, you will update the cats service to use the new task definition you created in the previous step.

1. In the navigation pane choose **Clusters**.
2. Click the cluster **catsndogsECScluster**.
3. Click the **Services** tab then click the cats service.
4. Click **Update**.
5. In Configure service:
   1. In **Task definition**, choose the task definition you created in the earlier step.
   2. In **Cluster**, choose the cluster **catsndogsECScluster**
6. Click **Next step.**
7. In **Load Balancing**, choose **Next step**.
8. In **Service Auto Scaling (optional)**, click **Next step**.
9. Review the settings, and click **Update service**.
10. Click **View Service**.
    1. Ensure the placement constraints are being honored

In this step, you will use the AWS management console to ensure that the constraint you configured for the cats task, is being honored by the ECS service scheduler.

1. In the navigation pane choose **Clusters**.
2. Click the cluster **catsndogsECScluster**.
3. Click the **ECS Instances** tab and locate the instance with the **Container Instance** you added the custom attribute to in the earlier step.
4. You should see that all **cats** tasks are now running on the container instance with the **catslike** attribute.

Lab 6

Automated Deployments

Overview

The catsndogs.lol development team are planning to release updates to their applications more frequently. They want to build an automated deployment pipeline, that can be used to deploy updated versions of their applications with minimal manual intervention, to reduce the time it takes to get exciting new capabilities in the hands of their users.

In this lab, you will set up an AWS CodePipeline that is triggered when changes are made to application source code hosted in an AWS CodeCommit repository. CodePipeline will coordinate building and deploying the container based application.

You will create an AWS CodeBuild project build the container image and push it to a repository. The CodeBuild project will tag the newly built dogs container image with a version number.

You will use AWS CodePipeline to deploy the updates the existing ECS tasks and services. The pipeline update the task definition for the Dogs application to reflect the newly created container image.

* 1. Deploy the lab prerequisites

This step will use CloudFormation to prerequisite resources for this lab, which include:

* An instance of the Amazon Cloud9 IDE.

1. In the AWS console ensure you have the correct region selected.
2. In the **Management Tools** section, click **CloudFormation**.
3. Click Create Stack
4. Select **Upload a template to Amazon S3**, then click **Choose file** and choose the file name **cfn-templates/Lab6-create-ide.yml**.
5. For **Stack name**, enter **catsndogs-ide.**
6. Click **Next**, and **Next** again.
7. Click **Create**.
8. Wait until the stack status is **CREATE\_COMPLETE**.
9. Click the **catsndogs-ide** stack name.
10. Expand **Outputs**, locate the **Cloud9IDE** output. Click on the associated link to launch the Cloud9 IDE.

During the initial start-up of the Cloud9 IDE a number of steps will automatically run to prepare the environment for first use. The steps include cloning an AWS CodeCommit repository in to the Cloud9 IDE workspace.

1. At the command prompt run the following command to download and execute the IDE build and configuration script.

aws s3 cp s3://catsndogs-artifacts/lab-ide-build.sh . && \

chmod +x lab-ide-build.sh && \

. ./lab-ide-build.sh

1. When prompted, enter your **name**, and an **email address** to complete the configuration of the git client.
2. The Cloud9 IDE is now configured.
   1. Create an AWS CodePipeline pipeline

In this step, you will create a new AWS CodePipeline pipeline that you will use to orchestrate the deployment the new version of the Dogs application to your Amazon ECS cluster.

1. Sign-in to the AWS management console and open the AWS CodePipeline console at <https://console.aws.amazon.com/codepipeline/>.
2. If you see the introductory page, choose **Get started**, otherwise, choose **Create pipeline**.
3. In **Step 1: Name**, in **Pipeline name**, type **CatsnDogsPipeline**, and then click **Next step**.
4. In **Step 2: Source**, in **Service provider**, choose **AWS CodeCommit**. In **AWS CodeCommit**, for **Repository name**, type the name of the repository with **Dogs** in the name. For **Branch name,** type **master**. This CodeCommit repository was created by the CloudFormation stack you deployed at the start of the workshop.
5. Expand, **Change detection options**, and choose **Use Amazon CloudWatch Events to automatically start my pipeline when a change occurs**.

**Note**: Using CloudWatch Events to start the pipeline is preferred to having CodePipeline periodically check the repository for changes. When choosing this method, an ***Amazon CloudWatch Events rule and associated IAM role are created automatically***. More details can be found here: <https://docs.aws.amazon.com/codepipeline/latest/userguide/pipelines-about-starting.html>

1. In **Step 3: Build**, choose **AWS CodeBuild.**
2. Under **Configure your project** choose **Create a new build project**.
3. Name your project **CatsnDogsBuild.**
4. Under **Environment: How to build**:
   1. In **Environment image**, choose **Use an image managed by AWS CodeBuild**.
   2. In **Operating system**, choose **Ubuntu.**
   3. In **Runtime**, choose **Docker.**
   4. In **Version,** choose **aws/codebuild/docker:17.09.0.**
   5. In **Build specification,** choose **Use the buildspec.yml in the source code root directory.**

**Note:** The buildspec.yml is one of the files that have been placed in the CodeCommit repository.

1. For **AWS CodeBuild Service Role,** select **Choose an existing service role from your account,** use IAM the role with **CatsnDogsBuild** in the name.
2. In **VPC**, for **VPC ID**, choose **No VPC**.
3. Expand **Advanced**:
   1. In **Environment variables** add the following:
      1. **AWS\_DEFAULT\_REGION**: <your AWS region>
      2. **AWS\_ACCOUNT\_ID**: <the account ID of your AWS account>
      3. **REPOSITORY\_URI**: <URI of your dogs ECR repository> for example: 12345567891011.dkr.ecr.ap-southeast-2.amazonaws.com/dogs

**Note:** The URI of your dogs repository is listed in the ECS Console. Click on Repositories, then on the dogs repository.

1. Click **Save build project**.
2. Click **Next step**.
3. In **Step 4: Deploy**, in **Deploy**:
   1. For **Deployment provider**, choose **Amazon ECS.**
   2. In Amazon ECS:
      1. For **Cluster name**, choose the cluster with **catsndogs** in the name.
      2. For **Service name**, choose the service with **Dogs** in the name.
      3. For **Image filename**, enter **imagedefinitions.json.** This JSON file describes the service container name, image and tag.
      4. Click **Next**.
4. In **Step 5: Service Role**, **in Role name\*** choose the IAM role with **CatsnDogsPipeline** in the name and click **Next step**.
5. Review the settings and click **Create pipeline**.
   1. Deploy a new version of the Dogs application

The development team at catsndogs.lol would like you to deploy a new revision of the Dogs application, to test the pipeline. You will do this by making a small change to the index.html file of the Dogs application.

1. Sign in to the AWS management console, click on **Services**.
2. In the **Management Tools** section, click **CloudFormation**.
3. Click on the stack **catsndog-ide**.
4. Expand **Outputs**, locate the **Cloud9IDE** output. Click on the associated link to launch the Cloud9 IDE.
5. At the command prompt run cd ~/environment/dogs to switch to the local clone of the Dogs application repository.
6. Run the command nano index.html to edit the **index.html** file.
7. Locate the **background** property, within the **<style>** tags, and change the value to another colour. For example, “**background**: **blue;**”
8. Within the nano editor press **ctrl + x** to exit the editor. When prompted type **Y** to confirm that the changes should be saved.
9. Commit the changes that have just been made t and push them to the remote repository by running the following commands:
   1. git add index.html
   2. git command -m ‘changing background colour’
   3. git push
10. Open the AWS management console, and open the AWS CodePipeline console at <https://console.aws.amazon.com/codepipeline/>.
11. To verify your pipeline ran successfully:
    1. From the **All Pipeline** table, click the **CatsnDogsPipeline,** to monitor the progress of your pipeline.
    2. The status of each stage should change from **No executions yet** to **In progress**, and then **Succeeded** or **Failed**. The pipeline should complete the first run within a few minutes.
12. Copy the value of the **LoadBalancerDNSName**, created by the **catsndogssetup** CloudFormation stack that was deployed at the start of the workshop, in to you address bar of your web browser.

The Dogs application page should appear with fancy new background colour.

The build process for the **dogs** container image uses the AWS CLI to copy the latest dog memes from an S3 bucket. Although the images are publicly readable, any S3 operation requires AWS credentials. In this case, the credentials from the build environment need to be passed through to the Docker build process, otherwise the build process will fail with “**Unable to locate credentials**”. More details can be found here: <http://docs.aws.amazon.com/codebuild/latest/userguide/troubleshooting.html#troubleshooting-versions>

**Extension activity:** Examine the buildspec.yml file in the CodeCommit repository, to understand the steps the CodeBuild project is taking to build and push the container image. How is the image tagged? How does the CodePipeline pipeline retrieve the tag, to use as a parameter when updating the ECS service?

Lab 7

Advanced Deployment Techniques

Overview

Now you have a working automated deployment pipeline. Management are extremely happy. However, some buggy code which made its way in to the most recent release of cats, took the cats service offline for a while. **The cat lovers were not happy**.

To address this problem, management have asked you to come up with a safer way to deploy updates, an approach that allows an easy roll back to previous versions, in the event of a problem.

You will setup a blue-green deployment solution, which, because we love cats so much, incorporates some canaries. This solution will allow you to release new versions of the cats application in a staged approach, whilst maintaining a running copy of the previous version for quick roll-back.

The blue-green deployment method will use CloudWatch Events to detect new containers being created. If those containers are part of the a “green” deployment, the CloudWatch Event will trigger a Lambda function. The Lambda function will invoke a Step Functions state machine which performs health checks and gradually moves traffic to the new deployment. The state machine will perform health checks, failing back to the existing stack in the event of a health check failure.

More information about this can be found on the awslabs github repo:

<https://github.com/awslabs/ecs-canary-blue-green-deployment>

* 1. Deploy the lab prerequisites

This step will use CloudFormation to create prerequisite resources which include:

* A new set of the **cat**, **dog** and **simplehomepage** tasks and services that will be used as a deployment target for future application updates. These are prefixed with “green-“.
* A second Application Load Balancer to serve the new green services.
* A set of Lambda functions and an AWS Step Functions state machine.
* A Route 53 hosted zone with the www.catsndogs.lol record set.

1. In the AWS console ensure you have the correct region selected. The instructor will tell you which region to use.
2. In the **Management Tools** section, click **CloudFormation**.
3. Click **Create Stack**.
4. Select **Upload a template to Amazon S3**, then click **Choose File** and choose the file named **Lab7-create-ecs-green-tasks-and-services.yml.**
5. In the Stack name, enter **catsndogsECStasksandservices-green.**
6. Leave the **ECSCluster** and **LabSetupStackName** parameters at their default, unless you changed the name of the CloudFormation stack from the Lab setup, or named the ECS cluster something other than **catsndogsECScluster**.
7. Click **Next**, then click **Next** again.
8. Tick the **I acknowledge that AWS CloudFormation might create IAM resources with custom names** check box.
9. Click **Create.**
10. Wait until the stack status is **CREATE\_COMPLETE.**
    1. Check DNS

The CloudFormation template created a Route 53 hosted zone www.catsndogs.lol in your account. This zone is not registered by the DNS registrar, so it is only accessible if you directly query the zone’s nameservers.

1. In the AWS console ensure you have the correct region selected. The instructor will tell you which region to use.
2. In the **Networking and Content Delivery** section, click **Route 53**.
3. Click the catsndogs.lol hosted zone.
4. There are two record sets for www.catsndogs.lol. One is an ALIAS for the Application Load Balancer with catsn-catsn in the name and has a weight of 100. The other is an ALIAS for the Application Load Balancer with Lab7 in the name and has a weight of 0.
5. Click the catsndogs.lol NS record set and copy one of the values, for example: ns-1478.awsdns-56.org.
   1. If you are using OSX, open the Terminal and type:

dig www.catsndogs.lol @<nameserver\_value>

For example:

dig www.catsndogs.lol @ns-1478.awsdns-56.org.

* 1. If you are using Windows open a command prompt and type:

nslookup www.catsndogs.lol <nameserver\_value>

For example:

nslookup www.catsndogs.lol ns-1478.awsdns-56.org.

1. You should see an IP address in the response section. This is one of the addresses of the Application Load Balancer with catsn-catsn in the name.
2. Open this IP address in your browser. You will see the catsndogs homepage. Click on the **I love cats** and you should see version 2 of the cats page from previous labs. This mimics the DNS lookup process real systems would use if the zone was registered.
   1. Create a Step Functions state machine

In this step, you will create a Step Function state machine which will update the weight associated with the www.catsndogs.lol weighted record set, and perform health checks to ensure the green service is responding. If the step function detects a failure of the green service, it will automatically fail-back to the original configuration.

1. Sign-in to the AWS management console and open the **AWS Step Functions** console at <https://console.aws.amazon.com/states/>
2. If you see the introductory page, choose **Get started**, otherwise, click **Create a state machine**.
3. For **Step 1: Name your state machine**, enter a name for your state machine. Record this information because it will be needed in later steps.
4. For **Step 2: Select a blueprint**, choose Custom.
5. For **Step 3: Review your code and visual workflow**, paste the contents of the **Lab-7-Artifacts/step-functions.json** file, in to the editor window.
6. For each of the **change\_** steps, update the **Resource** key with the name of the Lambda function being used for Route53 record updates. This function will have **CatsnDogsupdateRoute53** in the name.
7. For each of the **check\_** steps, update the **Resource** key with the name of the Lambda function being used for carrying out the health check. This function will have **CatsnDogscheckHealth** in the name.
8. Click the ![](data:image/png;base64,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) icon on the Visual Workflow window, to visualize the state machine.
9. Click **Create State Machine**.
10. Choose the IAM role with **StatesExecutionRole** in the name, click OK.
11. At this point **DO NOT** click **New execution**. Instead, click **Dashboard**.
12. Copy the **ARN** of the state machine that you have just created to the clipboard.

**Note:** You now need to add the state machine ARN as an environment variable to the Lambda function, so the Lambda function invokes the correct state machine:

1. Click on the **Services** drop down menu and in the **Compute** section click **Lambda**.
2. Locate the Lambda function with **CatsnDogsHandleECSEvents** in the name and click on it.
3. Expand the **Environment Variables** section.
4. Update the **STEP\_FUNCTION** environment variable with the ARN of the step function state machine.
5. Click **Save**.

The Step Function state machine uses DynamoDB to maintain state, and to link your original service with its newer green service and related information.

This is necessary because Amazon ECS Events can send events on an "at least once" basis; this means you may receive more than a single copy of a given event. Additionally, events may not be delivered to your event listeners in the order in which the events occurred. You will use a DynamoDB table to keep track of state, so the Step Function does not trigger the process more than once.

* 1. Configure CloudWatch Events

In this step, you will create and configure a CloudWatch Event rule that will be triggered when there is a change in task or container state.

1. In the AWS Console, ensure you have the correct region selected.
2. In the **Management Tools** section click **CloudWatch**.
3. Click **Rules**.
4. Click **Create rule**.
5. Choose **Event pattern.**
6. In **Build event pattern to match events by service**:
   1. For **Service Name** choose **EC2 Container Service (ECS).**
   2. For **Event Type**, choose **State Change**
   3. For **Specific details type(s)** choose **ECS Task State Change**.

**Note:** This event pattern triggers the CloudWatch Event rule when and event of type **ECS Task State Change occurs**.

1. From Targets, click **Add target\***
2. Select the Lambda function with **handleECSEvents** in the name.

The CloudWatch event will trigger on all container status changes within the cluster, and will invoke the Lambda function. The Lambda function will be filter the events, acting only on those events that relate to starting a new green version of the cats application.

Because you are configuring this rule using the management console, CloudWatch Events will add the necessary permissions for the Lambda function, so that it can be invoked when the rule is triggered.

If you are creating the CloudWatch Event rule using CloudFormation, the AWS CLI or using one of the AWS SDKs then the policies and roles will need to be created. More details can be found here:

<http://docs.aws.amazon.com/AmazonCloudWatch/latest/events/auth-and-access-control-cwe.html>

1. Click **Configure details**.
2. In Name, enter **catsndogECSRule.**
3. In **Description**, enter “**A rule that is triggered when a new ECS task starts**”.
4. Click **Create**.
   1. Test the deployment

In this task you will mimic the deployment process a Continuous Deployment pipeline would use. You are doing this manually to control the timing.

1. Sign-in to the AWS management console and open the EC2 Container Service (ECS) console at <https://console.aws.amazon.com/ecs/>
2. In the ECS console click **catsndogsECScluster** and then click the **Tasks** tab.
3. Click the service using the **cats-green** task definition. Click **Update**.
4. In **Number of tasks** enter **3**.
5. Click **Next step**, then click **Next step**, then click **Update service.**

This start new tasks using the cats-green task definition. The CloudWatch Events rule you created in earlier will trigger when the new the cats-green container starts. The Lambda function with **handleECSEvents** in the name will be invoked, which then invokes the Step Functions state machine to gradually update the Route 53 weighted record sets.

1. In the AWS console, click on the **Services** menu and in the **Application Services** section click **Step Functions.**
2. Click on the name of the state machine that you created.
3. You should see an execution of the state machine listed, with a state of **running**. Click on the state machine execution to view more details.
4. Observe the **Visual Workflow**. The Step Function state machine performs the following steps:
   1. The Step Function calls the **CatsnDogsupdateRoute53** Lambda function, which updates the Route 53 record set for the green service to have a weight of **10**, and the record set of blue to have a weight of **90**.
   2. The Step Function pauses for **60** seconds.
   3. The Step Function calls the **CatsnDogscheckHealth** Lambda function, which queries the health of the targets registered to the target group associate with the target group attached to the green service.
   4. At this point, if the **CatsnDogscheckHealth** Lambda function returns a response of “healthy” to the Step Function, the Step Function continues to the next step. If the **CatsnDogscheckHealth** Lambda does not return a “healthy” response, the Step Function will move to the fall back step. The fall back step calls the **CatsnDogsupdateRoute53** which updates the blue service to a weight of 100, and the green service to a weight of 0.
   5. The Step Function repeats the **change**, **check**, **decide** steps for 2 more cycles, until the green record set has a weight of **100** and the blue record set has a weighting of **0**. At which point, all traffic will be routing to the green service.
5. Now the Route 53 record set has switched over to the new Application Load Balancer, look up the IP address again:
   1. If you are using OSX, open the Terminal and type:

dig www.catsndogs.lol @<nameserver\_value>

For example: dig www.catsndogs.lol @ns-1478.awsdns-56.org.

* 1. If you are using Windows open a command prompt and type:

nslookup www.catsndogs.lol <nameserver\_value>

For example: nslookup www.catsndogs.lol ns-1478.awsdns-56.org.

1. You should see an IP address in the response section. This is one of the addresses of the Application Load Balancer with Lab7 in the name. This again mimics the behavior real systems would use if the zone was registered.
2. Open this IP address in your browser. You will see the catsndogs homepage. Click on the **I love cats** and you should see version3 of the cats page.
   1. Extension Exercise

It has come to the attention of the bean-counters that that the CloudWatch Event rule, **catsndogECSRule**, is being triggered more often than the number of times a new service deployment occurs. This is bad because unused events were swapped out for a steady supply of catnip.

For the sake of the cats, please investigate why this is happening, and implement a solution that reduces the number of times the **catsndogECSRule** triggers.

1. In the AWS console ensure you have the correct region selected. The instructor will tell you which region to use
2. Click on the **Services** drop down menu and in the **Compute** section click **Lambda.**
3. Locate the Lambda function with **CatsnDogsHandleECSEvents** in the name and click on it.
4. Click on **Monitoring**, to view the CloudWatch metrics for the Lambda function.
5. Click **View logs in CloudWatch**, to see the execution logs for the Lambda function.
6. Locate the most recent Log Stream and click on it.
7. Explore the log to see if anything erroneous stands out. What things could be done to resolve the issue?

Clean up

Overview

**Congratulations!** You have successfully helped the team at catsndogs.lol build a highly scalable container based application architecture and an automated deployment pipeline.

This step cleans up all the resources you have created in previous labs.

Clean up instructions

1. Delete the ECS Cluster. This will also delete all the ECS Tasks and Services within the cluster.
2. If it exists, delete the Auto Scaling Group **ECS-On-Demand-Group**
3. If it exists, delete the Launch Configuration **On-Demand-ECS**
4. Verify the cats, dogs, simplehomepage, MXnet, and ImageAssessor tasks are deleted.
5. Delete the cats, dogs and simplehomepage ECR repositories if they exist.
6. Delete the Parameter Store secure string named **UnicornLocation**.
7. Delete the CloudWatch alarms ScaleDownSpotFleet and ScaleUpSpotFleet
8. Delete the CloudWatch events ImageAssessor and HandleECSEvents.
9. Delete the CloudWatch Logs log groups for:
   1. aws/codebuild/dogs-build
   2. All log groups beginning with aws/lambda/Lab7
10. Delete the CodePipeline pipeline.
11. Delete the CodeBuild project.

**[continued below]**

1. Empty and delete the CodeUploads S3 bucket.
2. Delete the Step Functions state machine.
3. Delete the Route 53 A-type record sets inside the catsndogs.lol hosted zone.
4. Delete the CloudFormation stacks you created. Because later labs rely on the stacks from earlier labs, you should delete the Lab0 stack only after the others have reached the DELETE\_COMPLETE state:
   1. Lab7: **catsndogsECStasksandservices-green**
   2. Lab2: **Lab2-create-ecs-tasks-and-services** and **Lab2-loadgenerator**
   3. Lab1: **Lab1-add-ondemand-asg-to-cluster**
   4. Lab0: **catsndogssetup**
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